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#### Abstract

This paper studies a bidirectional two-lane asymmetric exclusion process, in which particles move in opposite direction on the two lanes. Interaction between the two lanes is implemented as follows: particle hops with rate $p$ when there is a particle at the same site in the other lane, otherwise it hops with rate 1 . It is shown that under periodic boundary conditions, a plateau will form on the fundamental diagram if $p<1$. This plateau corresponds to a phase separation phenomenon. We have compared the phase separation with those reported in previous works, and it is shown that the mechanism of phase separation in our model is different from previous ones. A possible phase separation mechanism is proposed, i.e., the system always tries to maximize the probability that particles could hop with rate 1. A simple mean field approximation and a 2-cluster mean field approach have been applied to calculate the steady current. It is shown that the results of the 2-cluster mean field approach are much closer to the simulations.
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## 1 Introduction

Driven diffusive systems out of equilibrium have attracted much attention due to their rich and complex dynamic phase behaviors. An important class of such models is the asymmetric exclusion process (ASEP) describing particles hopping with hard-core repulsion along a 1D lattice [1, 2]. Such systems provide a good description of traffic flow [3], the kinetics

[^0]of biopolymerization [4], polymer dynamics in dense media [5], diffusion through membrane channels [6], dynamics of motor proteins moving along rigid filaments [7-9], etc. Despite their simplicity, the ASEP and related models show a range of nontrivial macroscopic phenomena, such as boundary induced phase transitions [10-12], spontaneous symmetry breaking [13-15], shock fronts [16-20].

Phase separation is another nontrivial phenomenon observed in ASEP. In 1998, Arndt, Heinzel and Rittenberg (AHR) [21] reported two kinds of phase separation in their threespecies model, the fully separated state and the mixed state. In the former state, the three species are well separated from each other. Similar phenomenon is also reported by Evans et al. [22] in a related ABC model. In the latter state, spatial condensation occurs and a macroscopic cluster of particles will coexist with uniform low density region. Nevertheless, through an analytical analysis, Rajewsky et al. proved that the mixed state in AHR model is a mere finite-size effect and should vanish in sufficiently large system $\left(\mathrm{O}\left(10^{70}\right)\right.$ ) [23].

The research group of Zia and Schmittmann has reported phase separation, which is named coarsening phenomenon in their papers, in 2D exclusion process [24-26]. They also found that the phase separation phenomenon could be observed in a two-lane exclusion process [27, 28]. Kafri et al. have proposed a general criterion for the existence of phase separation and pointed out that the phase separation in the two-lane exclusion process also vanishes in extremely large system [29]. Moreover, they introduced a class of models which is shown to exhibit true phase separation [30]. Nevertheless, Georgiev et al. indicated that it is still interesting to investigate the evolution to phase separation in finite systems because the phase separation does not vanish until the system sizes reach $\mathrm{O}\left(10^{70}\right)$, which is irrelevant for all conceivable earthbound systems (e.g., pedestrian traffic and biological motors) [31, 32]. Recently, Schütz have discussed the criterion of Kafri et al. and pointed out some assumptions which require rigorous proof [33].

In this paper, we report phase separation in a bidirectional two-lane ASEP, which is different from those mentioned above. In our model, particles move in opposite direction on the two lanes and a particle reduces its speed when there is another particle at the same site in the other lane. It is shown that a plateau will form on the fundamental diagram, which corresponds to the phase separation phenomenon. A possible phase separation mechanism is proposed. A simple mean field approximation and a 2-cluster mean field approach have been applied to calculate the steady current.

The paper is organized as follows. The model is introduced in Sect. 2. The Monte Carlo simulation results are discussed in Sect. 3. In Sect. 4, we compare the phase separation with those reported in previous works in details. In Sect. 5, mean field analysis is presented. Conclusions are given in Sect. 6.

## 2 Model

In our model, the inter-lane interaction is implemented as particles slow down when there is a particle at the same site in the other lane. This is slightly different from the model presented by Lee et al. [34, 35], in which particles slow down in the vicinity of approaching particles in the other lane. The difference does not bring out qualitative change of results. This is easy to understand. Assume initial configuration of our model is ( $\tau_{1}, \tau_{2}, \ldots, \tau_{N}$ ) and ( $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{N}$ ) (see next paragraph for definition of $\tau$ and $\sigma$ ), if we set initial configuration of the model in $[34,35]$ as $\left(\tau_{1}, \tau_{2}, \ldots, \tau_{N}\right)$ and ( $\left.\sigma_{N}, \sigma_{1}, \ldots, \sigma_{N-1}\right)$ (i.e., shift particles on lane 2 to their right neighbor sites), then these two models will exhibit exactly same results.

The details of our model are as follows. Consider two parallel one-dimensional lanes, each with $N$ sites (see Fig. 1). Particles move to the right on lane 1 and move to the left

Fig. 1 Sketch of the model. The symbols above the arrows show the hopping rate

on lane 2 . The state of the system is characterized by two sets of occupation numbers $\left(\tau_{1}, \tau_{2}, \ldots, \tau_{N}\right)$ and $\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{N}\right)$ for the first and second lanes. If site $i$ of lane 1 is occupied by a particle, $\tau_{i}=1$, and zero otherwise. Similarly $\sigma_{i}=1$ if site $i$ of lane 2 is occupied by a particle, and $\sigma_{i}=0$ if the site is empty. In an infinitesimal time interval $d t$, a particle at site $i$ hops to its right (left) empty site on lane 1 (2) with the probability $d t$ if there is no particle at the same site on the other lane, and with the reduced probability pdt otherwise. Namely,

$$
\begin{align*}
& \left(\tau_{i}, \tau_{i+1}\right)=(1,0) \rightarrow(0,1) \quad \text { with rate }\left\{\begin{array}{ll}
1 & \text { if } \sigma_{i}=0 \\
p & \text { if } \sigma_{i}=1
\end{array} \quad \text { for } 1 \leq i<N\right.  \tag{1}\\
& \left(\sigma_{i}, \sigma_{i+1}\right)=(0,1) \rightarrow(1,0) \quad \text { with rate }\left\{\begin{array}{ll}
1 & \text { if } \tau_{i+1}=0 \\
p & \text { if } \tau_{i+1}=1
\end{array} \quad \text { for } 1 \leq i<N\right. \tag{2}
\end{align*}
$$

For periodic boundary conditions, we have (see Fig. 1)

$$
\begin{align*}
& \left(\tau_{N}, \tau_{1}\right)=(1,0) \rightarrow(0,1) \quad \text { with rate } \begin{cases}1 & \text { if } \sigma_{N}=0 \\
p & \text { if } \sigma_{N}=1\end{cases}  \tag{3}\\
& \left(\sigma_{N}, \sigma_{1}\right)=(0,1) \rightarrow(1,0) \quad \text { with rate } \begin{cases}1 & \text { if } \tau_{1}=0 \\
p & \text { if } \tau_{1}=1\end{cases} \tag{4}
\end{align*}
$$

In this paper, the random sequential update is adopted. We would like to mention that our model is a special case of the models proposed in Ref. [36]. By setting

$$
\begin{equation*}
\alpha=\varepsilon=1, \quad \beta=\gamma=p, \quad \alpha_{L}=\beta_{L}=\gamma_{L}=\varepsilon_{L}=0, \tag{5}
\end{equation*}
$$

the antisymmetric model in Ref. [36] reduces to our model. However, (5) (except in the case of $p=1$, which is trivial) does not meet the solvable condition, see (2) in Ref. [36]. Thus, phase separation is not revealed in Ref. [36].

## 3 Simulation Results

In this section, the Monte Carlo simulation results are presented. In the simulations, a transient time of $2 \times 10^{9}$ time steps is discarded. We gather data for $18 \times 10^{9}$ time steps. The system size $N=10000$ is used unless otherwise mentioned. In this paper, we only study the case $\rho_{1}=\rho_{2}=\rho$, and the situation arising from $\rho_{1} \neq \rho_{2}$ will be reported elsewhere. Here $\rho_{1}$ and $\rho_{2}$ denote density on lanes 1 and 2 , respectively.

Figure 2 shows the fundamental diagram of the system. One can see that when $p<1$, two critical densities $\rho_{c 1}$ and $\rho_{c 2}$ appear. When $\rho<\rho_{c 1}$, the flow rate increases with the increase of $\rho$; when $\rho>\rho_{c 2}$, the flow rate decreases with the increase of $\rho$. In the intermediate density range $\rho_{c 1}<\rho<\rho_{c 2}$, a plateau forms. Figure 3 shows typical spatiotemporal patterns

Fig. 2 Fundamental diagram of the bidirectional two-lane system



Fig. 3 Typical spatiotemporal patterns at (a) small density ( $\rho=0.1$ ); (b) high density ( $\rho=0.7$ ), and (c,d) intermediate density $(\rho=0.4)$. (c) shows traffic flow on lane 1 and (d) shows traffic flow on lane 2 . Initially the particles are distributed randomly on the two lanes. 1000 snapshots of the system are shown every $3 \times 10^{5}$ time steps. The slow down probability $p=0.4$, and the system size is $N=1000$. The time is increasing in upward direction
at small density ( $\rho<\rho_{c 1}$ ), high density ( $\rho>\rho_{c 2}$ ), and intermediate density ( $\rho_{c 1}<\rho<\rho_{c 2}$ ), respectively. It can be seen that the traffic flow is homogeneous at small density and high density. Nevertheless, a phase separation is observed at intermediate density. The system separates into high density region and low density region. The density of the high density region equals to $\rho_{c 2}$ and the density of the low density region equals to $\rho_{c 1}$. The high density region performs a random walk in the system. With the increase (decrease) of density in the plateau region, the flow rate does not change, but the high (low) density region gradually expands until it finally occupies the whole system. Then the phase separation transits into homogeneous high (low) density phase. Furthermore, it can also be seen that when phase separation appears, the synchronization of densities on two lanes could be observed.

Fig. 4 Four possible states of a vertical cluster


Fig. 5 (Color online) The dependence of the four probabilities and the flow rate on the density. (a) $p=0.4$; (b) $p=0.2$. Note that $P_{1}=P_{2}$ and $\rho=P_{1}+P_{3}$ (see (8))

Next we provide a possible explanation of the phase separation. To this end, we investigate the situation in a single vertical cluster. We define $P_{0}$ as a probability to find a vertical cluster with both lattice sites empty, $P_{1}$ and $P_{2}$ as probabilities to have a half-empty vertical cluster with a particle at lane 2 or 1 , respectively, and $P_{3}$ as a probability to have particles at both lattice sites (see Fig. 4). Figure 5 shows the dependence of four probabilities on the density $\rho$. At the same time, the flow rate is also shown. One can see that $P_{0}$ decreases and $P_{3}$ increases with the increase of density.

Now we focus on $P_{1}$ (note that $P_{2}=P_{1}$ ). It increases with the decrease of density from $\rho=1$. When $\rho=\rho_{c 2}$, the maximum value of $P_{1}$ is reached. Then the system transits into phase separation, in which the maximum value of $P_{1}$ is maintained in high density region. On the other hand, a smaller value of $P_{1}$ exists in low density region. As a result, the averaged value of $P_{1}$ decreases linearly with the decrease of $\rho$. When $\rho<\rho_{c 1}$, the system becomes homogeneous again and $P_{1}$ continues to decrease with the decrease of $\rho$.

Based on this result, we argue that the phase separation mechanism is that the system always tries to maximize $P_{1}$ (i.e., the probability that particles could hop with rate 1 ) in the whole system and if not possible, in part of the system. Specifically, when $P_{1}$ reaches the maximum at $\rho=\rho_{c 2}$, it will decrease with the decrease of $\rho$ if phase separation does not occur (see Fig. 6(b)). Nevertheless, the system self-organizes into phase separation to maintain the maximum $P_{1}$ in part of system (i.e., in the high density region). In Sect. 5, this mechanism is adopted to calculate the flow rate corresponding to the plateau.

Finally we check whether the phase separation is due to finite size effect. To this end, we employ the criterion proposed by Kafri et al. [29]. We assume that the current of a finite domain of size $n$ takes the form $J_{n}=J_{\infty}(1+b / n)$. Figure 7 shows the plot of $\Delta_{n}=$ $J_{n} / J_{\infty}-1$ versus $n$. This is fulfilled by considering an open two-lane system of length $n$ with particles injected with rate 1 and ejected with rate 1 or $p$ at the boundaries. It can be seen that in this case $b \approx 4>2$. This demonstrates that it is a true phase separation.

Fig. 6 The finite-size corrections to the current $\Delta_{n}$ in the two-lane model with open boundary conditions, for different system size $n$. Here $J_{\infty} \approx 0.06115$ from numerical simulation. The parameter $p=0.2$


## 4 Discussion

In this section, we compare the phase separation in our model with those reported in previous works in details.

Firstly, we compare the phase separation in this paper with that in two-lane two-species model [27, 28] and the mixed state in AHR model [21]. The phase separation will disappear when the density exceeds $\rho_{c 2}$ in our model while it persists until $\rho=1$ in those two models. The is because in those two models, clusters will finally coarse into a compact jam in which there is essentially no vacancy existing between particles. In contrast, the high density region does not coarse into compact jam in our model. More importantly, the phase separation is due to finite size effect in those two models while it is true phase separation in our model.

Phase separation is also observed in systems with defect sites or particles [34, 35, 37-46], in which the high density region either remains stationary (in case of defect sites) or moves constantly with the defect (in case of defect particles). ${ }^{1}$ In contrast, in our model, instead of remaining stationary or moving constantly, the high density region in phase separation state performs a random walk.

The models with slow-to-start (s2s) rule (see, e.g. Ref. [47]), the bus route (BR) model [48] and the ant-trail (AT) model [49, 50] also exhibit phase separation. In the s2s model, the high density region moves upstream with constant velocity depending on the randomization $p_{0}$ at velocity $v=0$ (see Fig. 6 in Ref. [47]). In the BR model and the AT model, the high density region ${ }^{2}$ moves downstream with constant velocity depending on the gap of the leading particle (see, e.g., Fig. 1 in Ref. [50]). Different from our model, the phase separation could be observed when the global density is high (low) until $\rho=1(\rho=0)$ in s2s (BR and AT) model and the flow rate decreases (increases) with the increase of density in phase separation state.

Finally, an interesting phase separation is reported in a two-lane model under open boundary condition (which is another special case of the models in Ref. [36]), see Fig. 4 in Ref. [51]. This is due to a give value of current can be realized in different ways, as

[^1]shown in Fig. 2 in Ref. [51]. However, since the stationary state has a product form, the current can be obtained exactly and accordingly the phase separation disappears under periodic boundary condition.

To summarize, the phase separation observed in our model is different from those reported before. Presently we could only provide a possible explanation of its mechanism, and further investigations are needed to explore the exact origin of the phase separation.

## 5 Mean Field Analysis

In this section, a simple mean field theory and a 2-cluster mean field theory are used to calculate the flow rate. Note that the mean field theory assumes that the traffic flow is always homogeneous at all densities. Therefore, the flow rate corresponding to the plateau, $J_{\max }$, could not be directly predicted from mean field theory. Nevertheless, the critical density $\rho_{c 2}$ could be obtained by identifying the maximum value of $P_{1}$ as described in previous section. Then $J_{\max }$ and the other critical density $\rho_{c 1}$ could be obtained accordingly.

### 5.1 Simple Mean Field Theory

In simple mean field theory, we study the four probabilities $P_{0}-P_{3}$. The occupation of vertical clusters is assumed to be independent of the position along the channels. The conservation of probability requires that

$$
\begin{equation*}
P_{0}+P_{1}+P_{2}+P_{3}=1 \tag{6}
\end{equation*}
$$

Furthermore, the definition of density gives

$$
\begin{align*}
& P_{2}+P_{3}=\rho,  \tag{7}\\
& P_{1}+P_{3}=\rho . \tag{8}
\end{align*}
$$

The evolution of four probabilities can be described via Master equations. Specifically, for $P_{0}, P_{1}, P_{2}, P_{3}$, we have

$$
\begin{align*}
& \frac{d P_{0}}{d t}=\frac{d P_{3}}{d t}=-2 P_{0} P_{3} p+2 P_{1} P_{2}  \tag{9}\\
& \frac{d P_{1}}{d t}=\frac{d P_{2}}{d t}=-2 P_{1} P_{2}+2 P_{0} P_{3} p \tag{10}
\end{align*}
$$

In stationary state, we have $\frac{d P_{0}}{d t}=\frac{d P_{1}}{d t}=\frac{d P_{2}}{d t}=\frac{d P_{3}}{d t}=0$. Thus,

$$
\begin{equation*}
P_{0} P_{3} p=P_{1} P_{2} \tag{11}
\end{equation*}
$$

Substituting (6)-(8) into (11), we have

$$
\begin{equation*}
(p-1) P_{3}^{2}+[2 \rho(1-p)+p] P_{3}-\rho^{2}=0 . \tag{12}
\end{equation*}
$$

The solutions are

$$
\begin{equation*}
P_{3}=\frac{2 \rho(p-1)-p \pm \sqrt{[2 \rho(p-1)-p]^{2}+4 \rho^{2}(p-1)}}{2(p-1)} . \tag{13}
\end{equation*}
$$



Fig. 7 (a) $J$ and (b) $P$ versus density. The solid lines are from simple mean field theory, the dashed lines are from 2-cluster mean field theory. The parameter $p=0.2$

Fig. 8 Flow rate versus density. The solid lines are from simple mean field theory, the dashed lines are from 2-cluster mean field theory, the scattered data are from simulations. The parameter $p=0.2$


The solution related to "-" needs to be discarded because only the solution related to "+" leads to $P_{3}=\rho^{2}$ when $p \rightarrow 1$. Substituting

$$
\begin{equation*}
P_{3}=\frac{2 \rho(p-1)-p+\sqrt{[2 \rho(p-1)-p]^{2}+4 \rho^{2}(p-1)}}{2(p-1)} \tag{14}
\end{equation*}
$$

into (6)-(8), $P_{0}, P_{1}, P_{2}$ can be obtained. Consequently, the flow rates on lanes 1 and 2 are

$$
\begin{align*}
& J_{1}=P_{2} P_{0}+P_{2} P_{1}+P_{3} P_{0} p+P_{3} P_{1} p  \tag{15}\\
& J_{2}=P_{1} P_{0}+P_{1} P_{2}+P_{3} P_{0} p+P_{3} P_{2} p \tag{16}
\end{align*}
$$

The mean field results of $J=J_{1}=J_{2}$ are shown in Fig. 7(a). Figure 7(b) shows the plot of $P=P_{1}=P_{2}$ versus $\rho$. One can see that the maximum value of $P_{1}$ is achieved at $\rho=0.5$. This implies that $\rho_{c 2}=0.5$. Having $\rho_{c 2}, J_{\max }$ and $\rho_{c 1}$ could be easily determined. The result is compared with simulation results in Fig. 8. One can see that there is large deviation between the analytical results and the simulation results. This is because the correlation between clusters is neglected in simple mean field theory.

### 5.2 2-Cluster Mean Field Theory

To consider the correlation between clusters, we use the cluster mean field theory. We define a $n$-cluster to be a collection of $n$ successive vertical clusters and denote the probability of finding an $n$-cluster in the state $\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)$ in the stationary state of the system by the symbol $P_{n}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)$. In the general $n$-cluster approximation, one divides the lattice into "clusters" of length $n$ such that two neighboring clusters have $n-1$ vertical clusters in common [3,52-56]. Since this mean field method becomes increasingly unwieldy as the size of the cluster increases, we only show results for the 2-cluster mean field theory. In this case, the state of the 2-cluster $\sigma_{i}, \sigma_{i+1}$ at time $t+1$ depends on the state of the 4 -cluster $\left(\sigma_{i-1}, \sigma_{i}, \sigma_{i+1}, \sigma_{i+2}\right)$ at time $t$. As a result, the master equation for the two site probability $P(3,3)$ is

$$
\begin{align*}
\frac{d P(3,3)}{d t}= & -P(2,3,3,0) p-P(2,3,3,1) p-P(2,3,3,2) p-P(2,3,3,3) p \\
& -P(0,3,3,0) p-P(0,3,3,1) p-P(0,3,3,2) p-P(0,3,3,3) p \\
& -P(0,3,3,1) p-P(1,3,3,1) p-P(2,3,3,1) p-P(3,3,3,1) p \\
& -P(0,3,3,0) p-P(1,3,3,0) p-P(2,3,3,0) p-P(3,3,3,0) p \\
& +P(0,3,2,1)+P(1,3,2,1)+P(2,3,2,1)+P(3,3,2,1) \\
& +P(0,3,2,3) p+P(1,3,2,3) p+P(2,3,2,3) p+P(3,3,2,3) p \\
& +P(2,1,3,0)+P(2,1,3,1)+P(2,1,3,2)+P(2,1,3,3) \\
& +P(3,1,3,0) p+P(3,1,3,1) p+P(3,1,3,2) p+P(3,1,3,3) p . \tag{17}
\end{align*}
$$

Since 2-cluster approximation can be expressed mathematically as

$$
\begin{equation*}
P\left(\sigma_{i-1}, \sigma_{i}, \sigma_{i+1}, \sigma_{i+2}\right)=P\left(\sigma_{i-1} \mid \underline{\sigma_{i}}\right) P\left(\sigma_{i}, \sigma_{i+1}\right) P\left(\underline{\sigma_{i+1}} \mid \sigma_{i+2}\right), \tag{18}
\end{equation*}
$$

with

$$
\begin{equation*}
P\left(\sigma_{i-1} \mid \underline{\sigma_{i}}\right)=\frac{P\left(\sigma_{i-1}, \sigma_{i}\right)}{\sum_{\sigma_{i-1}} P\left(\sigma_{i-1}, \sigma_{i}\right)}, \tag{19}
\end{equation*}
$$

(17) is simplified as

$$
\begin{align*}
\frac{d P(3,3)}{d t}= & -\frac{P(2,3) P(3,3) p+P(0,3) P(3,3) p}{P(0,3)+P(1,3)+P(2,3)+P(3,3)} \\
& -\frac{P(3,3) P(3,1) p+P(3,3) P(3,0) p}{P(3,0)+P(3,1)+P(3,2)+P(3,3)} \\
& +\frac{P(3,2) P(2,1)+P(3,2) P(2,3) p}{P(2,0)+P(2,1)+P(2,2)+P(2,3)} \\
& +\frac{P(2,1) P(1,3)+P(3,1) P(1,3) p}{P(0,1)+P(1,1)+P(2,1)+P(3,1)} . \tag{20}
\end{align*}
$$

In stationary state, we have $\frac{d P(3,3)}{d t}=0$. Thus,

$$
\begin{align*}
& \frac{P(2,3) P(3,3) p+P(0,3) P(3,3) p}{P(0,3)+P(1,3)+P(2,3)+P(3,3)}+\frac{P(3,3) P(3,1) p+P(3,3) P(3,0) p}{P(3,0)+P(3,1)+P(3,2)+P(3,3)} \\
& \quad=\frac{P(3,2) P(2,1)+P(3,2) P(2,3) p}{P(2,0)+P(2,1)+P(2,2)+P(2,3)} \\
& \quad+\frac{P(2,1) P(1,3)+P(3,1) P(1,3) p}{P(0,1)+P(1,1)+P(2,1)+P(3,1)} . \tag{21}
\end{align*}
$$

Similarly, we can obtain 15 other equations as shown in Appendix A. Furthermore, the conservation of probability requires that

$$
\begin{equation*}
\sum_{i=0,3}^{j=0,3} P(i, j)=1 . \tag{22}
\end{equation*}
$$

Furthermore, the definition of density gives

$$
\begin{align*}
& P(3,3)+P(3,2)+P(3,1)+P(3,0)+P(1,3) \\
& \quad+P(1,2)+P(1,1)+P(1,0)=\rho  \tag{23}\\
& P(3,3)+P(2,3)+P(1,3)+P(0,3)+P(3,1) \\
& \quad+P(2,1)+P(1,1)+P(0,1)=\rho,  \tag{24}\\
& P(3,3)+P(3,2)+P(3,1)+P(3,0)+P(2,3) \\
& \quad+P(2,2)+P(2,1)+P(2,0)=\rho,  \tag{25}\\
& P(3,3)+P(2,3)+P(1,3)+P(0,3)+P(3,2) \\
& \quad+P(2,2)+P(1,2)+P(0,2)=\rho . \tag{26}
\end{align*}
$$

Finally, the symmetry implies

$$
\begin{align*}
& P(3,3)+P(3,2)+P(3,1)+P(3,0)=P(3,3)+P(2,3)+P(1,3)+P(0,3),  \tag{27}\\
& P(2,3)+P(2,2)+P(2,1)+P(2,0)=P(3,2)+P(2,2)+P(1,2)+P(0,2),  \tag{28}\\
& P(1,3)+P(1,2)+P(1,1)+P(1,0)=P(3,1)+P(2,1)+P(1,1)+P(0,1),  \tag{29}\\
& P(3,0)+P(2,0)+P(1,0)+P(0,0)=P(0,3)+P(0,2)+P(0,1)+P(0,0) . \tag{30}
\end{align*}
$$

To summarize, presently we have 16 parameters and 25 equations. Nevertheless, there are only 16 independent equations. For instance, we find that (21), (A.1)-(A.3), (A.5)(A.9), (A.11), (A.15), (22), (23), (25)-(27) are one set of independent equations. We would like to mention that there are more than one set of independent equations. For example, (21), (A.4), (A.6)-(A.10), (A.12)-(A.15), (22), (23), (25), (26), (30) are another set of independent equations. Although analytical solutions of the equations could not be derived, numerical solutions could be obtained by the Newton iteration method.

Having the numerical solutions of the 16 probabilities $P(3,3), \ldots, P(0,0)$, the flow rates on lanes 1 and 2 could be expressed as

$$
\begin{align*}
& J_{1}=p P(3,0)+p P(3,1)+P(2,0)+P(2,1) .  \tag{31}\\
& J_{2}=p P(0,3)+p P(2,3)+P(2,1)+P(0,1) . \tag{32}
\end{align*}
$$

The 2-cluster mean field results of $J=J_{1}=J_{2}$ and $P=P_{1}=P_{2}$ are also shown in Fig. 7 [note that $P_{1}=P(1,3)+P(1,2)+P(1,1)+P(1,0)$ and $P_{2}=P(2,3)+P(2,2)+$ $P(2,1)+P(2,0)]$. One can see that the maximum value of $P_{1}$ is achieved at $\rho=0.61$, which implies that $\rho_{c 2}=0.61$. Then $J_{\max }$ and $\rho_{c 1}$ can be determined. The 2-cluster mean field result is also compared with simulation results in Fig. 8. One can see that the result is much closer to simulations. We believe if $n$-cluster $(n>2)$ mean field analysis is adopted, better agreement could be achieved.

## 6 Conclusions

This paper has studied the two-lane two-way traffic flow under periodic boundary conditions. Particles move in opposite direction on the two lanes. The interaction between two lanes is implemented as particle hops with rate $p$ when there is a particle at the same site in the other lane.

It is found that a plateau will form on the fundamental diagram when $p<1$. The phase separation is observed corresponding to the plateau, while homogeneous traffic is observed beyond the plateau. It is verified that the phase separation is not a finite size effect, based on the criterion proposed by Kafri et al. [29].

We have compared the phase separation with those reported in previous works, and it is shown that the mechanism of phase separation in our model is different from previous ones. A possible explanation of the phase separation mechanism is proposed, i.e., the system always tries to maximize the probability that particles could hop with rate 1 in the whole system and if not possible, in part of the system. Exact origin of the phase separation still needs further investigations.

We have applied a simple mean field approximation and a 2-cluster mean field approach to calculate the steady current. The critical density $\rho_{c 2}$ is identified by locating the maximum value of $P_{1}$ and $P_{2}$. Accordingly, the flow rate $J_{\max }$ and the other critical density $\rho_{c 1}$ can be determined. It is shown that the results of the 2-cluster mean field approach are much closer to the simulation results than those from the simple mean field approximation.

We would like to mention that due to the different phase separation mechanism, the analytical method used in Ref. [49] (i.e., loose cluster approximation and zero range process mapping) could not be used in our model. We need to find a better analytical method for our model in the future work. This might be a tough task, similar to situation arising from ASEP with a defect site (presently there is still no better analytical method than mean field theory, see, e.g. Ref. [42]).
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## Appendix A

In this Appendix, we present the other 15 equations. From $\frac{d P(3,2)}{d t}=0$, we have

$$
\begin{align*}
& \frac{P(2,3) P(3,2) p+P(0,3) P(3,2) p}{P(0,3)+P(1,3)+P(2,3)+P(3,3)}+\frac{P(3,2) P(2,1)+P(3,2) P(2,0)}{P(2,0)+P(2,1)+P(2,2)+P(2,3)} \\
& \quad+\frac{P(3,2) P(2,1)+P(3,2) P(2,3) p}{P(2,0)+P(2,1)+P(2,2)+P(2,3)} \\
& \quad=\frac{P(2,1) P(1,2)+P(3,1) P(1,2) p}{P(3,1)+P(2,1)+P(1,1)+P(0,1)}+P(2,3) p \tag{A.1}
\end{align*}
$$

From $\frac{d P(3,1)}{d t}=0$, we have

$$
\begin{align*}
& \frac{P(0,3) P(3,1) p+P(2,3) P(3,1) p}{P(0,3)+P(1,3)+P(2,3)+P(3,3)}+P(3,1) p \\
& \quad=\frac{P(2,1) P(1,1)+P(3,1) P(1,1) p}{P(0,1)+P(1,1)+P(2,1)+P(3,1)}+\frac{P(3,0) P(0,1)+P(3,0) P(0,3) p}{P(0,0)+P(0,1)+P(0,2)+P(0,3)} \\
& \quad+\frac{P(3,3) P(3,1) p+P(3,3) P(3,0) p}{P(3,0)+P(3,1)+P(3,2)+P(3,3)} . \tag{A.2}
\end{align*}
$$

From $\frac{d P(3,0)}{d t}=0$, we have

$$
\begin{align*}
& \frac{P(0,3) P(3,0) p+P(2,3) P(3,0) p}{P(0,3)+P(1,3)+P(2,3)+P(3,3)} \\
& \quad+\frac{P(3,0) P(0,1)+P(3,0) P(0,3) p}{P(0,3)+P(0,2)+P(0,1)+P(0,0)}+P(3,0) p \\
& \quad=\frac{P(2,1) P(1,0)+P(3,1) P(1,0) p}{P(0,1)+P(1,1)+P(2,1)+P(3,1)} \\
& \quad+\frac{P(3,2) P(2,0)+P(3,2) P(2,1)}{P(2,0)+P(2,1)+P(2,2)+P(2,3)}+P(2,1) \tag{A.3}
\end{align*}
$$

From $\frac{d P(2,3)}{d t}=0$, we have

$$
\begin{align*}
& \frac{P(2,3) P(3,0) p+P(2,3) P(3,1) p}{P(3,0)+P(3,1)+P(3,2)+P(3,3)}+P(2,3) p \\
& \quad=\frac{P(0,3) P(3,3) p+P(2,3) P(3,3) p}{P(0,3)+P(1,3)+P(2,3)+P(3,3)}+\frac{P(2,2) P(2,1)+P(2,2) P(2,3) p}{P(2,0)+P(2,1)+P(2,2)+P(2,3)} \\
& \quad+\frac{P(2,0) P(0,3)+P(3,0) P(0,3) p}{P(0,0)+P(1,0)+P(2,0)+P(3,0)} . \tag{A.4}
\end{align*}
$$

From $\frac{d P(2,2)}{d t}=0$, we have

$$
\begin{align*}
& \frac{P(2,2) P(2,0)+P(2,2) P(2,1)}{P(2,0)+P(2,1)+P(2,2)+P(2,3)}+\frac{P(2,2) P(2,1)+P(2,2) P(2,3) p}{P(2,0)+P(2,1)+P(2,2)+P(2,3)} \\
& \quad=\frac{P(2,0) P(0,2)+P(3,0) P(0,2) p}{P(0,0)+P(1,0)+P(2,0)+P(3,0)} \\
& \quad+\frac{P(0,3) P(3,2) p+P(2,3) P(3,2) p}{P(0,3)+P(1,3)+P(2,3)+P(3,3)} . \tag{A.5}
\end{align*}
$$

From $\frac{d P(2,1)}{d t}=0$, we have

$$
\begin{align*}
2 P(2,1)= & \frac{P(2,3) P(3,1) p+P(0,3) P(3,1) p}{P(0,3)+P(1,3)+P(2,3)+P(3,3)} \\
& +\frac{P(2,3) P(3,1) p+P(2,3) P(3,0) p}{P(3,0)+P(3,1)+P(3,2)+P(3,3)} \\
& +\frac{P(2,0) P(0,1)+P(2,0) P(0,3) p}{P(0,0)+P(0,1)+P(0,2)+P(0,3)} \\
& +\frac{P(2,0) P(0,1)+P(3,0) P(0,1) p}{P(0,0)+P(1,0)+P(2,0)+P(3,0)} . \tag{A.6}
\end{align*}
$$

From $\frac{d P(2,0)}{d t}=0$, we have

$$
\begin{align*}
& \frac{P(2,0) P(0,1)+P(2,0) P(0,3) p}{P(0,0)+P(0,1)+P(0,2)+P(0,3)}+P(2,0) \\
& \quad=\frac{P(0,3) P(3,0) p+P(2,3) P(3,0) p}{P(0,3)+P(1,3)+P(2,3)+P(3,3)}+\frac{P(2,0) P(0,0)+P(3,0) P(0,0) p}{P(0,0)+P(1,0)+P(2,0)+P(3,0)} \\
& \quad+\frac{P(2,2) P(2,0)+P(2,2) P(2,1)}{P(2,0)+P(2,1)+P(2,2)+P(2,3)} . \tag{A.7}
\end{align*}
$$

From $\frac{d P(1,3)}{d t}=0$, we have

$$
\begin{align*}
& \frac{P(1,2) P(2,1)+P(1,2) P(2,3) p}{P(2,0)+P(2,1)+P(2,2)+P(2,3)}+P(3,1) p \\
& \quad=\frac{P(2,1) P(1,3)+P(3,1) P(1,3) p}{P(0,1)+P(1,1)+P(2,1)+P(3,1)}+\frac{P(2,1) P(1,3)+P(0,1) P(1,3)}{P(0,1)+P(1,1)+P(2,1)+P(3,1)} \\
& \quad+\frac{P(1,3) P(3,1) p+P(1,3) P(3,0) p}{P(3,0)+P(3,1)+P(3,2)+P(3,3)} . \tag{A.8}
\end{align*}
$$

From $\frac{d P(1,2)}{d t}=0$, we have

$$
\begin{align*}
& \frac{P(2,1) P(1,2)+P(3,1) P(1,2) p}{P(0,1)+P(1,1)+P(2,1)+P(3,1)}+\frac{P(1,2) P(2,1)+P(1,2) P(2,3) p}{P(2,0)+P(2,1)+P(2,2)+P(2,3)} \\
& \quad+\frac{P(0,1) P(1,2)+P(2,1) P(1,2)}{P(0,1)+P(1,1)+P(2,1)+P(3,1)}+\frac{P(1,2) P(2,0)+P(1,2) P(2,1)}{P(2,0)+P(2,1)+P(2,2)+P(2,3)} \\
& \quad=P(3,0) p+P(0,3) p . \tag{A.9}
\end{align*}
$$

From $\frac{d P(1,1)}{d t}=0$, we have

$$
\begin{align*}
& \frac{P(2,1) P(1,1)+P(3,1) P(1,1) p}{P(0,1)+P(1,1)+P(2,1)+P(3,1)}+\frac{P(2,1) P(1,1)+P(0,1) P(1,1)}{P(0,1)+P(1,1)+P(2,1)+P(3,1)} \\
& \quad=\frac{P(1,3) P(3,0) p+P(1,3) P(3,1) p}{P(3,0)+P(3,1)+P(3,2)+P(3,3)} \\
& \quad+\frac{P(1,0) P(0,1)+P(1,0) P(0,3) p}{P(0,0)+P(0,1)+P(0,2)+P(0,3)} . \tag{A.10}
\end{align*}
$$

From $\frac{d P(1,0)}{d t}=0$, we have

$$
\begin{align*}
& \frac{P(2,1) P(1,0)+P(3,1) P(1,0) p}{P(0,1)+P(1,1)+P(2,1)+P(3,1)}+\frac{P(0,1) P(1,0)+P(2,1) P(1,0)}{P(0,1)+P(1,1)+P(2,1)+P(3,1)} \\
& \quad+\frac{P(1,0) P(0,1)+P(1,0) P(0,3) p}{P(0,0)+P(0,1)+P(0,2)+P(0,3)} \\
& \quad=\frac{P(1,2) P(2,0)+P(1,2) P(2,1)}{P(2,0)+P(2,1)+P(2,2)+P(2,3)}+P(0,1) . \tag{A.11}
\end{align*}
$$

From $\frac{d P(0,3)}{d t}=0$, we have

$$
\begin{align*}
& \frac{P(2,0) P(0,3)+P(3,0) P(0,3) p}{P(0,0)+P(1,0)+P(2,0)+P(3,0)} \\
& \quad+\frac{P(0,3) P(3,0) p+P(0,3) P(3,1) p}{P(3,0)+P(3,1)+P(3,2)+P(3,3)}+P(0,3) p \\
& \quad=\frac{P(0,1) P(1,3)+P(2,1) P(1,3)}{P(0,1)+P(1,1)+P(2,1)+P(3,1)} \\
& \quad+\frac{P(0,2) P(2,1)+P(0,2) P(2,3) p}{P(2,0)+P(2,1)+P(2,2)+P(2,3)}+P(2,1) \tag{A.12}
\end{align*}
$$

From $\frac{d P(0,2)}{d t}=0$, we have

$$
\begin{align*}
& \frac{P(2,0) P(0,2)+P(3,0) P(0,2) p}{P(0,0)+P(1,0)+P(2,0)+P(3,0)}+\frac{P(0,2) P(2,1)+P(0,2) P(2,3) p}{P(2,0)+P(2,1)+P(2,2)+P(2,3)} \\
& \quad+\frac{P(0,2) P(2,0)+P(0,2) P(2,1)}{P(2,0)+P(2,1)+P(2,2)+P(2,3)} \\
& \quad=\frac{P(0,1) P(1,2)+P(2,1) P(1,2)}{P(0,1)+P(1,1)+P(2,1)+P(3,1)}+P(2,0) . \tag{A.13}
\end{align*}
$$

From $\frac{d P(0,1)}{d t}=0$, we have

$$
\begin{align*}
& \frac{P(2,0) P(0,1)+P(3,0) P(0,1) p}{P(0,0)+P(1,0)+P(2,0)+P(3,0)}+P(0,1) \\
& \quad=\frac{P(0,1) P(1,1)+P(2,1) P(1,1)}{P(0,1)+P(1,1)+P(2,1)+P(3,1)}+\frac{P(0,3) P(3,0) p+P(0,3) P(3,1) p}{P(3,0)+P(3,1)+P(3,2)+P(3,3)} \\
& \quad+\frac{P(0,0) P(0,1)+P(0,0) P(0,3) p}{P(0,0)+P(0,1)+P(0,2)+P(0,3)} . \tag{A.14}
\end{align*}
$$

From $\frac{d P(0,0)}{d t}=0$, we have

$$
\begin{align*}
& \frac{P(2,0) P(0,0)+P(3,0) P(0,0) p}{P(0,0)+P(1,0)+P(2,0)+P(3,0)}+\frac{P(0,0) P(0,1)+P(0,0) P(0,3) p}{P(0,0)+P(0,1)+P(0,2)+P(0,3)} \\
& \quad=\frac{P(0,1) P(1,0)+P(2,1) P(1,0)}{P(0,1)+P(1,1)+P(2,1)+P(3,1)} \\
& \quad+\frac{P(0,2) P(2,0)+P(0,2) P(2,1)}{P(2,0)+P(2,1)+P(2,2)+P(2,3)} . \tag{A.15}
\end{align*}
$$
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[^1]:    ${ }^{1}$ Note that the "truck" in Ref. [34, 35] is a dynamic defect moving in opposite direction with the "cars". As a result, the high density region of "cars" moves upstream constantly.
    ${ }^{2}$ Note that there is no particle beyond the high density region. As a result, the flow rate could be calculated by a loose cluster approximation or by mapping into a zero range process [49].

